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Marginal Fermi liquid versus excitonic instability in three-dimensional Dirac semimetals
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We study the different phases in the Quantum Electrodynamics of three-dimensional Dirac semimetals
depending on the number N of Dirac fermions, using renormalization group methods and the self-consistent
resolution of the Schwinger-Dyson equation. We find that, for N < 4, a phase with dynamical generation of mass
prevails at sufficiently strong coupling, sharing the same physics of the excitonic instability in two-dimensional
Dirac semimetals. For N � 4, we show that the phase diagram has instead a line of critical points characterized
by the suppression of the quasiparticle weight at low energies, making the system fall into the class of marginal
Fermi liquids. Such a boundary marks the transition to a kind of strange metal which can still be defined in terms
of electron quasiparticles, but with parameters that have large imaginary parts implying an increasing deviation
from the conventional Fermi liquid picture.
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Introduction. The discovery of graphene has opened new
avenues of research in both theoretical and applied physics.
The remarkable electronic properties of the material come
to a great extent from the peculiar conical dispersion of the
electron quasiparticles, which endows them with an additional
pseudospin quantum number [1]. This is an example of so-
called Dirac semimetal, which provides an ideal playground to
test many of the properties typical of relativistic fermion fields,
such as the Klein paradox [2] or the anomalous screening of
charged particles [3–6].

Another remarkable feature of relativistic field theories is
the running of the coupling constants with the energy scale of
the processes. In this regard, Dirac semimetals like graphene
are described by a kind of Quantum Electrodynamics (QED)
in two spatial dimensions. While the electron charge remains
invariant in such a theory, the effective interaction strength
is not constant however, as a result of the dependence of
the Fermi velocity of electron quasiparticles on the energy
scale. This behavior has been actually measured in suspended
graphene samples at low doping levels [7], showing that the
Fermi velocity grows as predicted [8,9] when looking close to
the Dirac point (the vertex of the conical dispersion).

The effective interaction strength is thus progressively
reduced in graphene at low energies, which may explain the
absence of significant electronic correlations in the carbon
layer. The recent discovery of materials with linear electronic
dispersion in three dimensions [10–15] opens, however, the
possibility of finding more exotic behaviors, stemming from
the properties of QED in such a higher dimension. In the
relativistic theory, the electron charge e is screened at long
distances by electron-hole pairs so that its value runs with
the energy scale μ, being related to the bare charge e� at the
high-energy cutoff � through the expression [16]

e2
� = e2(μ)

1 − 1
6π2c

e2(μ) log �
μ

. (1)

For constant e�, this implies that the measurable charge e(μ)
flows towards zero at low energies, leading to a weak-coupling
regime in which we currently find the theory (with e2/4πc ≈
1/137).

Assuming conversely that e has some finite value at energy
μ, the above equation shows that the bare coupling e� should
blow up at a certain value of the large cutoff �. This is the well-
known Landau pole [16], that for some time cast many doubts
about the quantum field theory approach to the description
of elementary particles, given the impossibility to attach any
physical meaning to such a high-energy singularity. In the
condensed matter context, however, the high-energy cutoff �

is a magnitude that can be related to the short-distance scale of
the microscopic lattice, making sense to ask about the influence
of the Landau pole or, more generically, the effect of the scaling
of the electron charge in the QED of three-dimensional (3D)
Dirac semimetals. This is a relevant question to address the
physics of materials naturally placed in a regime of strong
e-e interaction, for which the effective strength is given in
general by the ratio between e2 and the Fermi velocity vF of
the electron quasiparticles.

In the present Rapid Communication, we investigate the
different phases in the QED of 3D Dirac semimetals, in
which the speed of light c is replaced by a much smaller
Fermi velocity vF . Taking formally the limit of a large
number N of fermion flavors, we will see that such a theory
has a critical point in the effective interaction strength g ≡
Ne2/2π2vF at gc = 3. This critical value will be obtained for
the renormalized coupling arising in a rigorous scale-invariant
calculation of the electron scaling dimension, showing the
vanishing of the electron quasiparticle weight at the critical
point. A similar result will also be found by the self-consistent
resolution of the Schwinger-Dyson equation for the electron
propagator, allowing one to obtain a definite picture of
marginal Fermi-liquid behavior from the renormalization of
the quasiparticle weight.

The resolution of the Schwinger-Dyson equation will
also make it possible to identify the phases of the system
when N is not large, leading to two different boundaries
in the complete phase diagram shown in Fig. 1(a). Thus,
we will see that for N < 4 there is a transition to a phase
with dynamical generation of mass at sufficiently strong
coupling. The case with N = 4 is special in that the chiral
symmetry breaking turns out to be assisted by the vanishing
of the quasiparticle weight. For N > 4, we will find that
the critical line corresponds to the mentioned marginal

1098-0121/2014/90(12)/121107(5) 121107-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.90.121107


RAPID COMMUNICATIONS
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FIG. 1. (Color online) (a) Phase boundaries given in terms of the
bare interaction strength λ [defined in Eq. (14)], marking the transition
to a strongly renormalized Fermi liquid (SRFL) at large N and to a
phase with chiral symmetry breaking (CSB) for small N . (b) Plot
of the anomalous scaling dimension γd (g) (full line) and the rate of
variation β(g) of the Fermi velocity with respect to energy (dashed
line), both multiplied by N .

Fermi-liquid behavior, marking the transition to a kind of
“strange metal” which can still be defined in terms of electron
quasiparticles, but with parameters that get large imaginary
parts implying an increasing deviation from the Fermi-liquid
behavior.

Scaling properties of 3D Dirac semimetals. We describe the
QED of Dirac fermions with Fermi velocity vF � c starting
from the Hamiltonian for a collection of N four-component
Dirac spinors {ψi} in generic spatial dimension D:

H = ivF

∫
dDr ψ

†
i (r)γ0γ · ∇ψi(r)

+ e0

∫
dDrψ

†
i (r)ψi(r)φ(r), (2)

where φ(r) stands for the scalar potential and {γα} is a
set of Dirac matrices satisfying {γα,γβ} = 2ηαβ . Here η

represents the Minkowski metric η = diag(−1,1, . . . 1), so that
the kinetic term in the Hamiltonian has eigenvalues ±vF |k|
in momentum space. The physical dimension corresponds to
D = 3, but we will start shifting it formally to D = 3 − ε in
order to regularize the divergences that the theory has at large
momenta, following a procedure aimed to preserve the gauge
invariance in the computation of observable quantities [17,18].

In the nonrelativistic regime vF � c, φ mediates the
Coulomb interaction between electrons and it has a free
propagator in momentum space D0(q,ω) = e2

0/q2. This is
corrected by the electron-hole polarization (q,ω), which is a
divergent quantity at D = 3 [19]. Computing to leading order
in a 1/N expansion, we get the expression for the φ propagator

D(q,ω) = e2
0

q2 + NB(ε) e2
0

2π2vF

q2

(v2
F q2−ω2)ε/2

(3)

with B(ε) = (4π )ε/2�(ε/2)�(2 − ε/2)2/�(4 − ε). The diver-
gence as ε → 0 can be reabsorbed into a simple renormal-
ization of the bare electron charge e0, passing to the physical
dimensionless coupling e with the help of an auxiliary energy
scale μ through the redefinition με/e2

0 = 1/e2 − N/6π2vF ε.
We have then

e2
0 = μεe2

1 − N
6π2vF

e2 1
ε

, (4)

which is the counterpart of Eq. (1) in the dimensional
regularization approach, where the log(�) dependence is
replaced by the 1/ε pole [20].

We end up in this way with an expression of the φ

propagator which is finite in the limit ε → 0,

D(q,ω) = μεe2

q2
(
1 − Ne2

6π2vF

1
ε

+ NB(ε) e2

2π2vF

με

(v2
F q2−ω2)ε/2

) .

(5)

For the computation of different observable quantities, one
still has to keep, however, a nonzero ε. A crucial property of
the theory is the so-called renormalizability, by which physical
quantities turn out to be finite in the limit ε → 0 and, moreover,
with no dependence on the auxiliary scale μ. We have checked
that these conditions are met to leading order in the 1/N

expansion (see Supplemental Material [21]), assuring that the
different scaling dimensions only depend on the renormalized
coupling e (and the renormalized Fermi velocity).

We then study the effect of quantum corrections on the
electron quasiparticle properties. For that purpose, one can
compute the electron self-energy �(k,ωk), which is given to
leading order of the 1/N expansion by

i�(k,ωk) = −
∫

dDp

(2π )D
dωp

2π
G0(k − p,ωk − ωp)D(p,ωp),

(6)

where G0(p,ωp) stands for the free Dirac propagator. The
self-energy develops its own divergences in the limit ε →
0, which can be completely absorbed into a redefinition of
quasiparticle parameters by renormalization factors Zψ and
Zv in the expression of the propagator

G(k,ωk)−1 = Zψ (ωk − ZvvF γ0γ · k) − Zψ�(k,ωk). (7)

The renormalization factors are functions of the effective
coupling g = Ne2/2π2vF , having the pole structure Zψ =
1 + (1/N )

∑∞
n=1 cn(g)/εn,Zv = 1 + (1/N)

∑∞
n=1 bn(g)/εn.

In the present theory, the electron propagator G can be
made free of poles in the ε variable with an appropriate
choice of coefficients cn(g) and bn(g) which do not depend
on the auxiliary scale μ (see Supplemental Material [21]).
This is a crucial property, since the electronic correlators
get anomalous scaling dimensions [22] that are given by
multiples of

γd = μ

Zψ

∂Zψ

∂μ
. (8)

Under the rescaling k → sk, ω → sω, the electron propagator
becomes, for instance,

G(sk,sω) ≈ s−1+γd G(k,ω). (9)

In the present case, the only dependence of Zψ on μ comes
from the dependence implicit in the coupling g, leading to
γd (g) = −gc′

1(g)/N [22]. This allows one to obtain such
an observable quantity exclusively in terms of the physical
coupling g.

We have computed the coefficient c1(g) up to very high
orders in the coupling g, finding that these approach a precise
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geometric sequence. This means that the power series in g

has a finite radius of convergence, which we have determined
to be at gc = 3 (see Supplemental Material [21]). The main
consequence of this behavior of c1(g) is the divergence of the
anomalous exponent γd at such a critical coupling, as displayed
in Fig. 1(b). According to (9), this has to be interpreted as
the suppression of the electron quasiparticle weight in the
low-energy limit.

One can check that the renormalized Fermi velocity has
instead a regular behavior at the critical point. This can be seen
from inspection of the residues of the poles in Zv , that remain
finite at gc. The condition of independence of the bare Fermi
velocity on the auxiliary scale, μ∂(ZvvF )/∂μ = 0, leads to a
scaling equation for the renormalized Fermi velocity

μ

vF

∂vF

∂μ
= β(g) (10)

with β(g) = gb′
1(g)/N (see Supplemental Material [21]).

This is a negative bounded function up to gc, as seen in
Fig. 1(b), giving rise therefore to a limited growth of the Fermi
velocity in the low-energy limit μ → 0 [23]. We conclude
then, that the singularity found at the critical coupling does
not produce a qualitative change in the electronic dispersion,
but rather translates into a strong attenuation of the electron
quasiparticles.

While the critical point is found at the coupling gc, we
have to bear in mind that such a critical value refers to a
renormalized coupling that has an implicit dependence on
the energy scale of the type shown in Eq. (1). The above
scale-invariant calculation of gc does not give, however, any
indication about the particular energy at which the critical
coupling is obtained. This ambiguity can be overcome by
dealing instead with a computational procedure that keeps
memory of the high-energy cutoff, allowing one, for instance,
to refer the critical point to measurable parameters of the bare
theory defined at short-distance scales, as we illustrate in the
next section.

Beyond the large-N approximation. In order to access
the phases of the electron system at low values of N ,
we require an approach with a more comprehensive sum
of many-body corrections, beyond those considered in the
large-N approximation. With this aim, we next adopt an
alternative approach consisting in the self-consistent resolution
of the Schwinger-Dyson equation for the electron propa-
gator, that amounts to including all kinds of diagrammatic
contributions except those containing vertex corrections. To
make the comparison with the results in the previous section,
we characterize the quasiparticle properties in terms of the
functions zψ (k,ω), zv(k,ω), and zm(k,ω), writing the electron
propagator in the form

G(k,ω) = (zψ (k,ω)ω − zv(k,ω)vF γ0γ · k − zm(k,ω)γ0)−1.

(11)

The function zm(k,ω) is now introduced to study the possible
dynamical generation of a mass term (and the consequent
opening of a gap at the Dirac point) assuming that the original
theory does not have such a bare coupling in the Hamiltonian.

The resolution proceeds by computing the propagator
D(q,ω) as in Eq. (3), but now taking the polarization

i(q,ωq) =
∫

d3p

(2π )3

dωp

2π
Tr[G(q − p,ωq − ωp)G(p,ωp)].

(12)

The functions zψ (k,ω), zv(k,ω), and zm(k,ω) must then be
adjusted to attain self-consistency in the evaluation of the
propagator G(k,ωk) corrected with the self-energy

i�(k,ωk) = −
∫

d3p

(2π )3

dωp

2π
G(k − p,ωk − ωp)D(p,ωp).

(13)

In practice, these equations must be solved rotating all the
frequencies in the complex plane, ω = iω, passing then to a
Euclidean space in the variables (k,ω).

The main difference with respect to the previous regular-
ization is that now the computation of the integrals in (12)
and (13) requires the introduction of a high-momentum cutoff
�k . Accordingly, we may introduce a renormalized coupling
e(μ) related to the charge e0 at �k as in Eq. (1). We have to bear
in mind, however, that the nominal parameters e0 and vF used
in the self-consistent resolution are not directly observable, as
they may differ appreciably from the respective final quantities
measurable at short-distance scales. In this respect, it is more
sensible to define the bare charge eB in terms of the interaction
propagator from the relation e2

B = �2
k D(�k,0). Similarly, we

can define the bare Fermi velocity from the electron propagator
as vB = zv(�k,0) vF . The bare interaction strength can then
be estimated from the coupling

λ = Ne2
B/2π2vB. (14)

In this approach, the electron charge eB must be set to its
standard value, while vB can be taken as a variable (depending
on the particular material) with which we can move λ from
weak to strong coupling.

Thus, for all values of N , we find first a phase connected
to weak coupling with regular Fermi-liquid behavior, corre-
sponding to the regime where a purely real solution exists

FIG. 2. (Color online) Plot of the factors zψ (0,iω) and
zm(k,0)/zψ (k,0) (expressed in eV) for N = 4 and values of the
bare interaction strength λ = 42.4, 31.6, 19.4, and 8.1 (from top to
bottom, with the two lowest curves in (b) collapsed down to the
horizontal axis). The inset shows the plot of zv(k,0)/zψ (k,0) for the
same sequence of couplings, from bottom to top.
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FIG. 3. (Color online) Plot of the real and imaginary parts of the
renormalization factors zψ (0,iω) and zv(k,0) for N = 8 and values
of the bare interaction strength λ = 21.08, 21.13, and 21.77 [curves
from top to bottom in both sides of (a), from lower to higher absolute
value in both sides of (b)].

for zψ (k,iω) and zv(k,iω), while zm(k,iω) turns out to be
self-consistently set to zero. For all N � 4, we find moreover
a critical point λc, characterized by the divergence of zψ (k,iω)
in the limit of vanishing frequency together with a soft
renormalization of the Fermi velocity zv(k,iω)/zψ (k,iω), as
shown in Fig. 2(a). The critical behavior is then governed by the
vanishing of the quasiparticle weight at low energies, in clear
correspondence with the features found in the dimensional
regularization of the theory. As shown in Fig. 1(a), the critical
value λc for the bare coupling approaches an asymptotic limit
at large N , which is the counterpart of gc obtained for the
renormalized coupling in the previous section.

The case with N = 4 is special, however, in that it also leads
to a nonvanishing zm(k,iω) assisted by the own divergence of
zψ (k,iω), as evidenced in Fig. 2. The interpretation we can
make is that, for this particular value of N , the dynamical
generation of mass and the suppression of the quasiparticle
weight reinforce each other, due to the consequent reduction
in the screening of the Coulomb interaction. For N < 4, we
find that the development of a nonvanishing zm(k,iω) clearly
prevails, leading to the phase with chiral symmetry breaking
mapped in Fig. 1(a).

Finally, a nice feature of the present approach is that it also
allows one to investigate the properties of the theory above the
critical point for N � 4. The self-consistent resolution can be

carried out when λ > λc in the same fashion as before, with
the result that zψ (k,iω) and zv(k,iω) now become complex
functions. We can ascribe this new behavior to the onset of
a different phase of the electron system, in which electron
quasiparticles still exist but with a decay rate dictated by the
imaginary contributions in the self-energy. These may get very
large at low energies, as shown in Fig. 3, meaning that we are
dealing in this regime with a kind of “strange” metal with very
unstable quasiparticles whose decay rate does not vanish even
at the Dirac point.

Conclusion. We have seen that, unlike 2D Dirac semimetals
that have a dominant instability towards exciton condensation
at strong coupling [24–35], their 3D analogs have a richer
phase diagram with two different critical lines. The location of
these phase boundaries can be understood from the interplay
between the tendency to dynamical generation of mass, which
is similar to the excitonic instability in 2D Dirac semimetals
(and similar also to the chiral symmetry breaking of the fully
covariant QED in four-dimensional space-time [36–43]), and
the suppression of the electron quasiparticle weight at low
energies, that appears as the natural instability in 3D Dirac
semimetals at large N .

This latter behavior provides a genuine example within
the class of so-called marginal Fermi liquids, introduced
some years ago in the effort to understand the properties of the
normal state of copper-oxide superconductors [44–48]. The
3D Dirac semimetals now offer the possibility to access such
a regime in materials with sufficiently small Fermi velocity.
Taking the values represented in Fig. 1(a) (and having in mind
the definition λ = Ne2

B/2π2vB), it is easy to see that the critical
point should be reached, for instance, with N = 8 for a bare
Fermi velocity vB of about one-half the typical value in a
graphene sheet.

We have also investigated the phase arising when the
effective coupling is larger than the critical coupling λc for
marginal Fermi-liquid behavior. Our self-consistent resolution
of the Schwinger-Dyson equations has led us to predict then
a “strange metal” phase with very unstable quasiparticles
and deviating increasingly from the Fermi-liquid picture,
providing definite signatures susceptible of being confirmed
by the experimental observation of 3D Dirac semimetals with
sufficiently small Fermi velocity.
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B. Büchner, and R. J. Cava, Phys. Rev. Lett. 113, 027603 (2014).

[15] S.-Y. Xu, C. Liu, S. K. Kushwaha, T.-R. Chang, J. W.
Krizan, R. Sankar, C. M. Polley, J. Adell, T. Balasubramanian,
K. Miyamoto, N. Alidoust, G. Bian, M. Neupane, I. Belopolski,
H.-T. Jeng, C.-Y. Huang, W.-F. Tsai, H. Lin, F. C. Chou, T.
Okuda, A. Bansil, R. J. Cava, and M. Z. Hasan, arXiv:1312.7624.

[16] E. M. Lifshitz and L. P. Pitaevskii, Relativistic Quantum Theory,
Course of Theoretical Physics Vol. 4, Part 2 (Pergamon Press,
Oxford, 1974).
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