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We show that the recently observed superconductivity in twisted bilayer graphene (TBG) can be
explained as a consequence of the Kohn-Luttinger (KL) instability which leads to an effective attraction
between electrons with originally repulsive interaction. Usually, the KL instability takes place at extremely
low energy scales, but in TBG, a doubling and subsequent strong coupling of the van Hove singularities
(vHS) in the electronic spectrum occurs as the magic angle is approached, leading to extended saddle points
in the highest valence band with almost perfect nesting between states belonging to different valleys. The
highly anisotropic screening induces an effective attraction in a p-wave channel with odd parity under the
exchange of the two disjoined patches of the Fermi line. We also predict the appearance of a spin-density
wave instability, adjacent to the superconducting phase, and the opening of a gap in the electronic spectrum
from the condensation of spins with wave vector corresponding to the nesting vector close to the vHS.
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Introduction.—The discovery of superconductivity [1]
in twisted bilayer graphene (TBG) with a critical temper-
ature of 1.7 K at small twist angles around 1.1° and moiré
period of ∼13.5 nm might be the missing puzzle needed
to resolve long-standing questions related to high-Tc
superconductivity in layered compounds [2–4]. This
hope is based on the fact that the phase diagram of
TBG is characterized by a Mott insulator at half filling
of the highest valence band (VB), corresponding to two
electrons per Moiré unit cell, which upon doping turns
into a superconducting (SC) instability [5]. Increasing
structural instead of chemical complexity can thus pro-
vide an alternative route to design devices with novel
functionalities and therefore TBG has attracted consid-
erable interest even before the publication of Refs. [1,5]
due to its novel electronic [6–16], optical [17–22], and
plasmonic [23–26] properties.
Although the findings by Jarillo-Herrero and co-workers

have attracted immense attention [16,27–51], only very few
attempts have focused on identifying the driving force of
the superconductivity at the so-called magic twist angle
θm ≈ 1.05°, where the highest VB becomes extremely flat
[52–54]. One predictable theory was discussed in Ref. [44],
which sets the electron-phonon interaction as the basis
of the pairing mechanism. On the other hand, the strong
correlations that develop near the magic angle leave also
room for the less conventional possibility of a purely
electronic mechanism of superconductivity, following a
route which has been also explored in the context of
monolayer graphene [55–63]. In this respect, there have
been a couple of proposals in Refs. [42,43] focusing on that
kind of approach from a microscopic standpoint, inves-
tigating the weak-coupling instabilities arising from the

shape of the Fermi surface (although for twisted bilayers
relatively far away from the magic angle).
In this Letter, we unveil what may be the key interaction

governing the superconductivity of TBG, identifying for
that purpose a number of universal topological features in

FIG. 1. (a) and (b) Density plot of the energy dispersion of the
highest valence band Eþ

k ¼ maxðEK
k ; E

K0
k Þ in the moiré Brillouin

zone of the continuous model for two different twist angles. Dark
(bright) colors represent high (low) energies and the black
contour lines represent the Fermi surface at the energy of the
van Hove singularity EvH. There occurs a doubling of the vHS at
some critical angle θi¼24 > θþc > θi¼25, i.e., for lower θ there are
twelve saddle points located inside the MBZ close to the lines that
connect the Γ and Kl points. (c) and (d) Contour plot of the
highest valence bands Eþ

k and E−
k of the tight-binding model for

i ¼ 26. The two sets of vHS belonging to different valleys have
already merged and are found now in different bands Eþ

k and E−
k .
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the electronic dispersion of the highest VB which are
indispensable to understand the pairing mechanism at the
microscopic level. We show that, below a certain critical
twist angle θ−c ≈ 1.3°, there is both a doubling and strong
coupling of the van Hove singularities (vHS) in the
electronic spectrum, leading to extended saddle points in
the highest VB with almost perfect nesting between states
belonging to different valleys. This induces a highly
anisotropic screening of the Coulomb interaction, leading
necessarily to an effective attractive interaction in a channel
with p-wave symmetry which is the seed required to trigger
the superconducting instability.
Our theoretical construction constitutes a variant of the

so-called Kohn-Luttinger (KL) mechanism [64,65], which
was proposed as a route to develop a superconducting
instability starting from a purely repulsive interaction. We
thus put forward a microscopic theory of superconductivity
in TBG which only relies on the Coulomb interaction,
giving definite quantitative predictions for the critical
energy scale of the superconducting transition in a range
which spans from weak coupling up to a much stronger
instability depending on the proximity of the Fermi level
to the vHS. We also complete the study by discussing the
spin-density wave (SDW) adjacent to the superconducting
phase, and whose onset takes place typically for a critical
Coulomb interaction which is below the bandwidth of the
highest VB, thus reassuring our microscopic approach to
the superconductivity of TBG.
Models.—To model TBG, we will use the continuous

model (CM) that treats commensurate lattices para-
metrized by the integer i with the twist angle cos θi ¼
ð3i2 þ 3iþ 0.5Þ=ð3i2 þ 3iþ 1Þ [12,53,66,67]. For these
angles, we will also use the tight-binding model (TBM) of
TBG [9,17,52], which already incorporates the coupling
between states around the K and K0 valley. In the
Supplemental Material [68], the real space image and
the Brillouin zones of the two layers are shown together
with the moiré Brillouin zone (MBZ) around the two
valleys K and K0.
In the TBM, the highest VB containing up to four

electrons (corresponding to twofold spin and valley degen-
eracy as mentioned in the introduction) thus splits in two
bands. Consequently, the TBM description can be com-
pared to the CM by combining in the latter the highest VB
corresponding to each K point, EK

k and EK0
k , to Eþ

k ¼
maxðEK

k ; E
K0
k Þ and E−

k ¼ minðEK
k ; E

K0
k Þ. The result of the

comparison turns out to be in general quite satisfactory, as
shown in the Supplemental Material [68]. For twist angles
θ > 1.1°, the two combined bands Eþ

k and E−
k are only

degenerate on the six ΓKl lines for which EK
k ¼ EK0

k in the
CM, Kl being the Dirac point belonging to layer l ¼ 1, 2
and k measured with respect to the corresponding valley.
Also the density plot of the highest VB and degeneracy
contours for smaller twist angles θ < 1.1° are discussed in
the Supplemental Material [68].

van Hove singularities in the highest VBs.—The KL
mechanism we are proposing relies on the anisotropic
screening that can be provided by a strong vHS, induced by
a large number of saddle points within the MBZ which is
crucial to tip the scale towards a SC instability [61]. In this
regard, the highest VB Eþ

k witnesses important changes
with respect to its topology as function of the twist angle.
At large twist angles, there are six vHS (saddle points),
three for each valley and located around the threeM points
of the MBZ. Decreasing the twist angle, the vHS move
away from the M points and for i ≈ 24–25, we observe a
splitting of the saddle points, see Figs. 1(a) and 1(b), where
the density plot of Eþ

k is shown together with the Fermi line
at the vHS. We thus identify a first critical angle θþc , where
a doubling of vHS occurs from six to twelve. The exact
crossing point usually occurs at a noncommensurate critical
angle θþc that can be treated by more advanced numerical
techniques [76,77].
At smaller twist angles θ < θþc , the evolution of the

saddle points critically depends on the coupling between
states at different K and K0 valleys, best captured by the
TBM. Decreasing the twist angle, the pairs of vHS move
closer to the ΓKl lines up to a second critical angle θ−c at
which the two saddle points of the Eþ

k band merge and a
new saddle point in the E−

k band emerges. Both vHS are
then pinned to the ΓKl line, see Figs. 1(c) and 1(d), where
the contour plot of Eþ

k and E−
k is shown for i ¼ 26.

The splitting of the six pairs of vHS has two important
consequences. First, the overlap between the states around
the saddle points becomes approximately one due to the
direct coupling of the two valleys; second, the vHS become
further extended. Both consequences lead to a large
susceptibility of particle-hole pairs when the Fermi energy
is close to the vHS, which can trigger the SC instability via
the KL mechanism.
Kohn-Luttinger instability.—The KL instability can be

analyzed starting from a conventional BCS approach where
the Cooper-pair vertex V is parametrized in terms of the
angles ϕ and ϕ0 of the respective momenta of the spin-up
incoming and outgoing electrons on each contour line of
energy ε. The iteration of the scattering between the
electrons in the Cooper pair can be encoded in the self-
consistent equation

Vðϕ;ϕ0Þ ¼ V0ðϕ;ϕ0Þ − 1

ð2πÞ2
Z

Λ0 dε
ε

×
Z

2π

0

dϕ00 ∂k⊥
∂ε

∂kk
∂ϕ00 V0ðϕ;ϕ00ÞVðϕ00;ϕ0Þ; ð1Þ

where kk, k⊥ are the respective longitudinal and transverse
components of the momentum while V0ðϕ;ϕ0Þ stands for
the bare vertex at a high-energy cutoff Λ0. Differentiating
Eq. (1) with respect to the cutoff, we end up with the
scaling equation
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Λ
∂V̂ðϕ;ϕ0Þ

∂Λ ¼ 1

2π

Z
2π

0

dϕ00V̂ðϕ;ϕ00ÞV̂ðϕ00;ϕ0Þ; ð2Þ

where V̂ðϕ;ϕ0Þ ¼ FðϕÞFðϕ0ÞVðϕ;ϕ0Þ and FðϕÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð∂k⊥=∂εÞð∂kk=∂ϕÞ=2π

q
. It is clear that, if V̂ðϕ;ϕ0Þ has

some negative eigenvalue at the high-energy regime of Λ,
this will result in a divergent growth of the BCS vertex
in the low-energy limit Λ → 0, which is the signature of a
pairing instability.
The KL mechanism of superconductivity is enhanced for

electron systems in which the Fermi velocity has a large
anisotropy along the Fermi line. The anisotropic screening
induced by particle-hole excitations gives rise to the
angular dependence of the BCS vertex which, assuming
a constant interactionU in momentum space [68], becomes
in the random-phase approximation (RPA) [78]

V0ðϕ;ϕ0Þ ¼ U þ U2χkþk0

1 −Uχkþk0
þ U3χ2k−k0

1 −U2χ2k−k0
; ð3Þ

where k, k0 are the respective momenta at angles ϕ, ϕ0
and χq is the particle-hole susceptibility at momentum
transfer q.
A simple argument allows us to understand why there is

always an effective attractive interaction in TBG approach-
ing the magic angle: since the Fermi line near the vHS
in the VB E−

k consists of two disjoined patches, the two
electrons forming the Cooper pair belong to different
patches, see Fig. 2(b). We can now distinguish between
two different contributions to the BCS vertex, depending
on whether the electrons of the Cooper pair scatter within
the same patch of the Fermi line (intrapatch vertex V intra) or
whether they scatter exchanging their patches (interpatch
vertex V inter). Close to the vHS of the VB E−

k , the particle-
hole susceptibility has a large peak at small momentum
transfer [as seen in the inset of Fig. 2(a)], which leads to a
strong enhancement of the second term on the right-hand
side of Eq. (3) for V inter, when k ≈ −k0. This enhanced
susceptibility can be understood from the almost perfect
nesting condition that connects the two opposite lines of the
three side lobes of each patch, as depicted in Fig. 2(b).
In the case of V intra, however, the enhancement corresponds
to the third term in the equation when k ≈ k0, which is
smaller than the contribution that comes from V inter, as
shown in Fig. 2(a).
The full BCS vertex V̂ðϕ;ϕ0Þ now becomes a matrix

such that

V̂ ¼
�
V̂ intra V̂ inter

V̂ inter V̂ intra

�
: ð4Þ

Given that the interpatch scattering is in general more
intense than the intrapatch interaction, V̂ inter ≳ V̂ intra, we

find an attractive channel with negative eigenvalue and
antisymmetric amplitude in the two disjoined patches of the
Fermi line; see also the Supplemental Material [68].
Broken symmetry phases.—The poles in the RPA expres-

sion in Eq. (3) imply the existence of a critical interaction
strength at which the BCS vertex as well as other response
functions diverge, indicating the trend towards broken
symmetry phases in the electronic system. The competition
between these low-energy phases can be analyzed in an
unbiased manner by means of a renormalization group
(RG) approach, see Supplemental Material [68]. It turns
out that there is a phase boundary between the pairing
instability and a spin-density wave instability which pre-
vails above a critical interaction Uc, as shown in Fig. 3(a).
The value of Uc is dictated by the peak of the particle-hole
susceptibility, χq, whose position in momentum space sets
the wave vector of the spin-density wave instability—as
seen in the inset of Fig. 2(a). We expect that in the strong
coupling regime, the spin-density wave instability, which
also opens a gap in the electronic spectrum [74,75], should
correspond to the insulating phase observed in the experi-
ments of Ref. [1]. Nevertheless, we stress that the KL
instability is always dominant before reaching the critical
interaction Uc, as it only relies on the anisotropy of the
BCS vertex.

FIG. 2. (a) Plot of the BCS vertices V̂ interðϕ; 0Þ (blue curve) and
V̂ intraðϕ; 0Þ (red curve) for angle ϕ running along one of the
patches of the Fermi line of a twisted bilayer with i ¼ 26 and
Fermi level placed 0.1 meV below the vHS of the valence band
E−
k , for a value of the Coulomb interaction U=a2M ¼ 2 meV (aM

being the Moiré lattice constant of the twisted bilayer graphene).
The inset shows the particle-hole susceptibility χq (in units of
eV−1a−2M ) for momenta running from Γ to M in the MBZ with the
same parameters. (b) Intrapatch (solid lines) and interpatch
(dashed lines) scattering processes of two Cooper pairs (cyan
and magenta dots). The blue, respectively, red curves indicate the
states belonging to the two different valleys of the Fermi line
0.2 meV below the energy of the vHS of E−

k as obtained from the
CM with i ¼ 29.
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In our RG approach, U corresponds to the interaction
potential at zero momentum, i.e., the scale-invariant part of
the interaction close to the vHS, see Supplemental Material
[68]. As shown in Fig. 3(a), the values ofUc are of the order
of a few meV (times the square of the moiré lattice constant
aM). Those values match well with the order of magnitude
expected for the Coulomb repulsion, which must undergo a
reduction (with respect to that in monolayer graphene) by a
factor inversely proportional to the number of atoms in the
unit cell of the twisted bilayer. The values of U=a2M needed
to trigger the broken symmetry phase (and thus a preceding
KL instability) are therefore below the bandwidth W ∼
5 meV of the highest VB of the twisted bilayers considered
here (i ¼ 26).
Superconducting order parameter.—Fourier transform-

ing the BCS vertex, we can identify the attractive channels
with negative eigenvalues λ and their respective sym-
metries. We recall that, for each disjoined patch of
the Fermi line with Kl as its center point, the relevant
point group is C3v. The irreducible representations of C3v
can be characterized by the Fourier components, i.e.,
A1 → ½cosð3nϕÞ�, A2 → ½sinð3nϕÞ�, and E → ½cosðmϕÞ;
sinðmϕÞ� with m ≠ 3n, ϕ ¼ 0 corresponding to the point
on the Fermi line closer to Kl.
Interestingly, we find attractive channels belonging to all

three irreducible representations with odd and even parity,
see Table I. But the dominant instability is given by an

order parameter that transforms according to A1 with
odd parity and can be approximated by Δϕ ¼ Δ0½0.75 −
0.25 cosðϕÞ�. The values of the most attractive coupling jλj
are represented in Fig. 3(a). The scale of the gap Δ0 is
obtained by solving Eq. (2) and yields

Δ0 ¼ Λ0 exp ð−1=jλjÞ: ð5Þ

We can approximate the cutoff scale Λ0 by the separation
of the Fermi line from the energy of the vHS, i.e., Λ0 ∼
0.1 meV which is of the order of 1 K. The gap structure is
shown in Fig. 3(b) for Δ0 ¼ 8 K. The order parameter is
slightly suppressed close to the Kl points and changes sign
under parity indicated by the blue and red lines, respec-
tively. Also shown is the Fermi line 0.2 meV below the EvH
(black) as well as the Fermi line at the vHS containing the
six saddle points (gray dots).
Summary.—We present a quantitative theory for the

recently discovered superconductivity in twisted bilayer
graphene close to, but not at the first magic angle. Our
theory rests upon the observation that there is a saddle-
point splitting at some critical twist angle which induces
strong intervalley coupling. Fermi lines close to the vHS are
disjunct and display regions of almost perfect nesting
giving rise to a large susceptibility for small wave numbers
and thus to an enhanced Kohn-Luttinger instability. The
dominant instability yields an order parameter with odd
parity that has an approximate s-wave symmetry around the
two patches of the Fermi line, i.e., it is spin-triplet and
valley-singlet. The sign-change of the superconducting gap
for different valleys should be detectable via STM by
measuring the quasiparticle interferences. Furthermore, our
theory predicts a scale of the superconducting gap which
agrees with the experimental findings of Ref. [1].
Let us finally address open questions. In order to find the

superconducting instability in the middle of the VB, the
level of the vHS should correspond to half-filling. This is
indeed the case for angles in the vicinity (but not at) the
magic angle and there is further experimental evidence
of an interaction induced pinning of the vHS to half
filling [79,80], see Supplemental Material [68]. For twist
angles in the immediate vicinity of the magic angle, our
computational scheme breaks down there, but we believe

FIG. 3. (a) Phase diagram as function of the chemical potential
μ relative to the energy at the vHS of E−

k and the bare interaction
U (in units of meV a2M). The superconducting instability (SC)
always precedes the spin-density-wave instability (SDW). Con-
tour lines refer to the largest value of the BCS coupling jλj in the
channel with dominant attractive interaction. (b) Gap structure
with Δϕ ¼ Δ0½0.75 − 0.25 cosð3ϕÞ� as red and blue curves to
indicate the sign change under parity. The gap of Δ0 ¼ 8 K is
exaggerated in order to demonstrate the qualitative behavior, i.e.,
the gap region is larger around regions where screening is
enhanced. Also shown the Fermi line at the vHS (gray dots)
and the Fermi line 0.2 meV below the energy of the vHS (black).

TABLE I. Most negative (attractive) eigenvalues and their
respective irreducible representations of C3v for U=a2M ¼
2.5 meV and the Fermi level placed 0.1 meV below the vHS
in the valence band E−

k .

Eigenvalue λ Irreducible representation Parity

−0.51 A1 Odd
−0.11 E Odd
−0.10 A2 Even
−0.08 A1 Odd
−0.06 E Even
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that the key features we have found driving the KL
mechanism must also be present in that regime, possibly
yielding an even larger superconducting gap.
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